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Abstract: Multiprocessor system on chip is emerging as a tmead for System on chip design but the wire aoagy design
constraints are forcing adoption of new design wedhogies. Researchers pursued a scalable solididhis problem i.e.
Network on Chip (NOC). Network on chip architecturetter supports the integration of SOC consist®rofchip packet
switched network. Thus the idea is borrowed fromgdascale multiprocessors and wide area networkagoand envisions on
chip routers based network. Cores access the netlwpmeans of proper interfaces and have their gtacforwarded to
destination through multichip routing path. In artieimplement a competitive NOC architecture,his fpaper we implement a
parallel router which can support five requestsutiameously. Increase in the speed of processaddbto crucial role of
communication in the performance of systems. Assllt, routing is taken into consideration as oh¢he most important
subjects of the Network on Chip architecture. Royiilgorithms to deadlock avoidance prevent paaket® completely based
on network traffic condition by means of restrigtithe route of packets. This action leads to lesfopmance especially in
non-uniform traffic patterns. On the other handeTRully Adoptive Routing algorithm provides routin§packets completely
based on traffic condition. However, deadlock débecand recovery mechanisms are needed to hareddlatks. Use of
global bus beside NoC as a parallel supportiverenmient, provide platform to offer advantages ahbeatures of bus and
NoC. Design And Verify the functionality of the “Bign and Verification Four Port Router for Netwark Chip” IP core
using the latest verification methodologies, Hardwderification Languages and EDA tools and qudlifg IP for Synthesis an
implementation.90% of ASIC respins are due to fiamatl bugs. In order to avoid the delay and meet®iM, we use the
latest verification methodologies and technologied accelerate the verification proceBse Design and Verification Plan is
based on Verilog Hardware Verification Languagee Thethodology used for Verification is Constraiahdom coverage
driven verification .As per our requirement you aiavelop the 5 ports or n parts

Keywords. Network on Chip (NOC), Router, Deadlock.

I.INTRODUCTION DSL modem, which connects to the Internet(ISP).
A. Router However more sophisticated routers range from priser
A router is a device that forwards data packeteszcr routers, which connect large business or ISP ndtsvap
computer networks. Routers perform the data "gaffi to the powerful core routers that forward data eghh
direction" functions on the Internet. A router is a speed along the optical fibre lines of the Internet
microprocessor-controlled device that is conneétetivo backbone. Routers may also be used to connect two o
or more data lines from different networks. Whedata more logical groups of computer devices known as
packet comes in on one of the lines, the routedsdhe subnets, each with a different sub-network addrébs.
address information in the packet to determinaliisnate subnets addresses recorded in the router do nessesdly
destination. Then, using information in its routitadple, it map directly to the physical interface connectiohbe
directs the packet to the next network on its jeyrnA router forwards data packets between incoming and
data packet is typically passed from router to eput outgoing interface connections.

through the networks of the Internet until it gétsits
destination computer. Routers also perform otheksta
such as translating the data transmission prototahe
packet to the appropriate protocol of the next wetwThe
most familiar type of routers are home and smdilcef
routers that simply pass data, such as web pagesmaail,
between the home computers and the owner's cable or

B. Applications of Router

When multiple routers are used in interconeect
networks, the routers exchange information about
destination addresses, using a dynamic routingopobt
Each router builds up a table listing the prefemredtes
between any two systems on the interconnected mietwo
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A router has interfaces for different physical typef
network connections, (such as copper cables, fipéic,

or wireless transmission). It also contains firmevdor
different networking protocol standards. Each nekwo
interface uses this specialized computer softn@aengble
data packets to be forwarded from one protocol
transmission system to another. Routers may alassbd

to connect two or more logical groups of computyrices
known as subnets, each with a different sub-network
address. The subnets addresses recorded in ther ot
not necessarily map directly to the physical irgteef
connections. A router has two stages of operatalled
planes:

1. Control plan
2. Forwarding plane

1. Control plane

A router records a routing table listing whatute
should be used to forward a data packet, and throug
which physical interface connection. It does thasing
internal pre-configured addresses, called statitesa A
typical home or small office router showing the ADS
telephone line and Ethernet network cable connestio

2. Forwarding plane

The router forwards data packets betweenniiog
and outgoing interface connections. It routes itthe
correct network type using information that the kmdc
header contains. It uses data recorded in thengusble
control plane. Routers may provide connectivity hivit
enterprises, between enterprises and the Intersad,
between internet service providers (ISPs) netwotkse
largest routers (such as the Cisco CRS-1 or Juilip&®0)
interconnect the various ISPs, or may be used rigela
enterprise networks. Smaller routers usually previd
connectivity for typical home and office network3ther
networking solutions may be provided by a backbone
Wireless Distribution System (WDS), which avoid® th
costs of introducing networking cables into builgin All
sizes of routers may be found inside enterprisks. most
powerful routers are usually found in ISPs, acadeamid
research facilities. Large businesses may also newé
powerful routers to cope with ever increasing dedsaof
intranet data traffic. A three-layer model is inmomon
use, not all of which need be present in smallevoeks.

I[I. ROUTER CORRECTNESS

In the context of our scheme, a correctly fioming
router should ensure that a packet’s integrity &mained
within or across routers. If a router guarantdeg no
flits are dropped and all body flits follow the ldeffit in a
wormhole, then we consider it to be functioningreotly.
Our definition of router’s correctness is motivatey the
fact that even with no guarantees of forward pregjréf
each router in the network ensures to hold thegpgpties,
all data in flight in the network is maintainedarcoherent
state and correct network state can be restordwutitany
need of data duplication. In this section we désciour

approach to ensure router correctness using efitheral
or runtime verification. Without loss of generalitye
discuss our ideas for a fairly complex 3-stage lpipd
router that is input-queued and that uses virtirgnoel
(VC) flow control, look ahead routing and switch
speculation. A detailed schematic of this routeshiswn in
Fig. 2. A router essentially ties together its dateth
components, such as input buffer, channel and lcanss
with a control plane that consists of input VC coht
(IVC), route computation unit(RC), VC allocator(VA)
switch allocator (SA), output VC control (OVC) afidw
control manager.

checker network
(nofification and
recovery)

2 ___ NoC router

destination counter

(detection}

advanced
nerformance features

recovery/

Support logic

Fig.1. High-level overview of ForEVeR. A combinatiof
router-level runtime monitoring and network-level
detection and recovery scheme, along with component
formal verification, ensures correct NoC operation

The control plane manages the error free fidvdata
from input channels to the output channels via inpu
buffers and crossbar respectively. Since the dath p
components are fairly simple and can be easilyfieeli
we specifically focus our verification effort onrtoolling
logic. Moreover, it is well known that the most qolex
verification tasks arise from the interaction ohcorrent
components. In the framework of a router, the axtBons
between the concurrently operating VCs are hantled
RC, VA and SA units. These units utilize informatio
provided by the flow control mechanism, which idiso
transmit buffer state information among neighboring
routers. Other control units such as IVC and OVErate
mostly on a standalone basis, with information pred
by the RC, VA and SA units, and hence can be fdymal
verified using existing formal tools.

Based on the above observations, first a fluinal
proof of router correctness is attempted. If duethe
complexity of the logic involved, formal methodsl feo
provide correctness guarantees, only parts of ther
that can be easily handled by existing formal tcee
verified. Then runtime hardware checker are used to
protect the vital router components that handle the
interactions among concurrent units, which keepsattea
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cost low. In addition, provisions have to be made t
prevent the NoC from entering an unrecoverablesfat
example this might happen when a flit is dropped or
corrupted before the monitoring hardware flags aore

In either case, operation of the router during vecp has

to be formally verified.

A. Formal Verification

The verification process can be efficientlyided into
two sub- goals: ensuring no flits are dropped armipg
that body flits follow the header flit in a wormleol To
prove that the router does not drop flits, it isessary to
verify that all valid flits received through inpehannels
are written into valid buffer entries, followed ke
verification of first-in first-out functionality othe buffers.
Finally, it should be proven that a flit read frahe input
buffer should get to some output channel, withifixad
number of clock cycles depending on the routerlpipe

[] verifiable B ciical O ForEveR's
companents companents router additions
(- N R
5 head buffer (RC) VA SA &
L % foken manag'elr
e
a router control plane
£ 7

head buffer (RC)

foken|

input

channsl to NI o GEJ
Input buffer _ %E

o tox-Lia J [Eo

neighbaring Pl FIFO cul fecovery cif Ee
routers \ s -‘/‘ ‘ tE
A ] ao

a input port l, 2
{D —
£ =y Tout port | :' i ;
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Fig.2. Router modifications in ForEVeR. VA, SA afhow
control units are monitored by runtime checkers. To
implement recovery, NoC router is augmented with VC
and speculation disablers along with a token manage

a recovery FIFO controller

Verifying that a packet maintains its wormhol&ure
is more involved as now correctness has to be prover
an entire packet rather than a flit. Apart fromyng that
flits follow the head flit, formal methods shoulsserre
that no other flit from any other packet meddlethvthe
wormhole. Also, it is essential to verify that onglid flits
are transmitted and that there is no flit/packatlidation
within the router. This requires extensive verifica of
various router control components and their int@oas.
Table 1 summarizes the correctness goals for Natro
and the entailed properties that require proofilllistrate
the verification procedure of writing specification
properties, we provide an example where we disauss

detail how a correctness property is divided intd-s
properties. The property 'incoming valid flits weh to IP
buffer’ is used as an example. This property hdlitscan
be verified that an incoming valid flit always hasvalid
VC tag and the corresponding VC buffer has a flee s
(no overflow). Additionally, the flit contents shidube
written to the free slot of only the requested Vdffér.
Finally, an incoming invalid flit should not be wtgn to
any of the VC buffers. Some router implementations
maintain a separate header buffer correspondingatt
VC buffer and thus similar properties should beifigat
for the header buffers, where instead of any ilidonly
valid header flits are considered.

TABLE 1: FORMAL VERIFICATION OF ROUTER

CORRECTNESS
correctness goal veriied property sub | inks
No dropped i * incoming valid fit written o buffer 6 | %0
(datapath and standalone | * buffer behaves in FIFO manner | 20 | 660
conirol units) * it gets from buffer to OP channel | 1T [ 170
PuckerKeeps wormhole | * only valid body it folow head fi
(complex interactions of | with no mixing between packets | 42 | 2400
concurrent components) | and no fi/packet duplication

The number of sub-properties (sub), expresasd
System Verilog Assertions (SVA), to represent each
correctness property is also reported in Tableidally,
Table 1 states the time taken to verify each ptgper
processor running at 2.27 GHz and using 4GB of main
memory. It should be noted that formal guarantems f
starvation freedom in allocation schemes and proper
functioning of the route computation module need r®
provided, as the network level detection and reppve
scheme efficiently handles these scenarios.

B. Runtime Verification

As mentioned earlier, due to the area overhefad
runtime checkers, only components that handle
interactions between the concurrently operating utesd
are monitored. These components are the hardestify
and result in majority of hard-to-catch bugs. Weoal
pointed out that the routing unit, VC allocator aswitch
allocator orchestrate the actions of input and @uyCs
and that the flow control unit interprets and comitates
the control information between routers. Among ¢hes
units, errors in the routing stage are not detri@eto our
scheme as long as the other router functionaliies
guaranteed to be correct. Thus the routing unihas
monitored at runtime. All other vital units are sugsed
for correct operation by runtime checkers, as shamn
Fig.2. Once an error is flagged by these checkerger
level reconfiguration is performed that forces thater to
a formally verifiable degraded mode, with minimum
functionality to support network level recovery.i§hs
followed by network level recovery initiation thate
discuss in section B of Il chapter.
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1. Detection and Recovery

VC and switch allocatorA design flaw in VC allocator
may give rise to various erroneous conditions, sahe
which are benign as they either do not violate our
definition of router correctness or are effectivditected
and recovered by our network level correctness reehe
Assignment of an unreserved but erroneous outputd/C
an input VC is an example of such a benign ermindhe
worst case it may only lead to misrouting or deekllo
Starvation is another example that needs no detec
remedy at a router level. Critical errors arise whan
unreserved output VC is assigned to two input VEaro
already reserved output VC is assigned to a reimpgest
input VC. This situation will lead to packet minug
and/or packet/flit loss. Similar to VC allocator,dasign
flaw in switch allocator may or may not have an exde
affect on For- EVeR’s operation. An error in switch
allocator may send a data flit to a different dii@t than
the corresponding header flit; it may also causeséime
flit to be sent to multiple outputs; or multipl€t$l from
different packets to be directed towards the santpud at
the same time. All these cases lead to packet data
corruption and an un-recoverable network state. To
monitor VC and switch allocators at runtime for roqmt
behavior, we propose the use of Allocation Compparat
(AC) unit that is a stripped down version of a $anunit
that was proposed for soft error protection. The @ is
purely combinational logic that performs all cormipans
within one clock cycle. It simultaneously analyies state
of VC and switch allocators for duplicate or indali
assignments. If an error is flagged, all VC andtawi
allocations of the previous cycle are invalidatédits
traversing the crossbar just after the error igdtad are
discarded at the output. To avoid losing flits daethis
invalidation/discard operation, an extra storage gér VC
buffer is reserved for use during such emergencies.
implement this, VA, SA and crossbar units are medito
accept invalidation command from the AC.

Flow control: To safeguard against flow controloest
a hardware monitor is inserted to detect bufferribme
errors. Additionally, to avoid dropped flits, inphtuffers
are equipped with two emergency slots per VC. On
receiving a flit at buffer full condition, indicaty an
overflow, the downstream router tells the upstreamoter
to switch to a slightly modified version of ACK-NAC
flow control the second emergency slot is reserfoeda
possible in-flight flit during this upstream sigimg. The
modified ACKNACK flow control eliminates the needrf
negative acknowledgements and re-ordering abitittha
downstream router. This is achieved by stoppinghéir
transmission on the link until an acknowledgemesnt i
received for a previously transmitted flit. The #iwaiting
acknowledgement is re-transmitted every two cycles
(round trip latency of the links), before being piped on
receiving an acknowledgement. This scheme, though
detrimental for performance, is extremely simple @an
be implemented with little modification to the etig
flow control mechanism. In addition, the router k®in
this mode only during recovery, switching backttohigh

performance mode after recovery is complete. Nwdé tb
safeguard against all errors at most two emergeiuig
per VC buffer are required. Since buffers are ugual
designed as circular FIFOs, this scheme entailg slight
modifications to the buffer full logic.

2 Degraded M ode

When a bug is detected by hardware monitdrs, t
router switches to a degraded mode with formallyfieel
execution semantics, by either disabling compleitsuor
replacing vital ones with simpler spare countesparhis
mode is equipped with bare-minimum features to ettpp
the network level recovery that is initiated immegdly
after discovering a bug. To prevent the NoC roufems
servicing new packets in probable erroneous stalte,
packet level operations such as route computatioh\&C
allocation are disabled during recovery, as disstiss
section B of Il chapter. Similarly advance “perfaance
only” features such as switch speculation and pizorg
mechanisms are disabled. Since stuck packets loakie t
drained out of NoC routers, it still requires theitsh
allocator and flow control manager to work propeiyp
this end, the router reconfigures to use a sparglsi
arbiter that polls each input VC for switch alldoat
Similarly, flow control switches to an acknowledgamh
based mode to prevent flit loss as discussed iveabab
section 1. The resulting degraded router has sogmifly
less concurrency and thus can be verified to foncti
correctly.

[1I.NETWORK CORRECTNESS

With router correctness guaranteed, we neeebaork
level solution that ensures forward progress in o
system. More specifically it should efficiently det and
recover from design errors that inhibit forward gmess in
the network (deadlock, live lock and starvation)d an
misrouting errors. To this end, ForEVeR adds a
lightweight and verifiable checker network that wer
concurrently with the original NoC, providing a iedile
fabric for transfer of notifications and recovergdckets
during detection and recovery phases respectively.
checker network should be a simple, low latency
optimized network that can consistently deliver
notifications before the actual packets arrive tigio the
primary network. We, therefore, leverage the singlele
latency, packet-switched routers of, organized ang
network.

In the detection phase, each packet sent anapyi
network is accompanied by a corresponding notificat
over the checker network, both directed to the same
destination. Each destination maintains a count of
expected future packet deliveries through the pyma
network, decrementing the count on receiving a pack
from the primary network. A distributed detectiacheme
monitors the counter values for zeros, initiatiegavery
on not observing a zero value during the entireckhe
epoch of certain cycles. During the recovery phase,
flight packets are recovered from the primary nekwvand
reliably transmitted through the checker networlg.F
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shows a baseline NoC augmented with the checker
network. Interactions between the NoC router aretkér
network are handled by the NI unit, which also lesuthe
detection and recovery initiation logic.

A. Detection

All design errors that inhibit forward progressult in
packet(s) jammed within the network, and thus our
detection mechanism should be designed to detedt su
scenarios. Moreover, it should be simple enougtbdo
implemented with small area overhead and minimal
changes to the existing infrastructure. To this, evel use
notification messages travelling via the reliableaker
network as the means for destinations to keep atoofu
the future packet deliveries. A bug in the primagtwork
will always lead to an unaccounted packet at the
destination, and thus the counter value will negerto
zero, under the assumption that notifications abmaach
the destination before their counterpart packeterafore,
our distributed detection scheme flags an erradt does
not observes a zero counter value at any particular
destination inside an entire check epoch. Fig.3attephe
working of our distributed detection scheme. Caougpti
logic is added to the NI to keep a count of numbkr
expected packets at destination nodes, as showigia.
A timer monitors the counter value for zeros duramgire
check epoch length, failing which recovery is teged.
With proper size of the check epoch, this simpleeste is
effective in catching bugs as we show in our expernital
results and it can be implemented with lightweight
counting logic. On the other hand, misrouting esrtitat
do not cause deadlock or live lock are detected at
destinations by analyzing the routing informaticarried
by header flit.

\ oounter k check epoch &
time
. N L X M
-+l o counter
packet C activiy
\E B' zero not 2800
i | Observed observed!
|

. chk W\trigger con‘tli’nue
B, recovery normal
operation

. router [[[f notification

Fig.3. ForEVeR’s detection scheme. Each destination
tracks the notification counters for zero valuesc®ery

is triggered if zero is not observed during tharentheck
epoch at any destination

B. Recovery
When an error is reported either by the rolgsel
runtime monitors or by the network level detection

scheme, the NoC enters a unified recovery phase,
consisting of network drain step followed by a petck
recovery step. In network drain phase, the netwisrk
allowed to operate normally to drain its in-flighackets
for a preset amount of time, with the exception of
switching the erroneous routers to a degraded nibde
recovery was initiated by router level checkers.riby
this phase, new packets are not injected into gteark,

as shown in Fig. 4(a). Recovery is aborted at tie @
network drain if all destinations receive the paskihey
were expecting, indicating a false positive duethe
limited accuracy of the detection scheme. It shoodd
noted that false positives, though a performandeirhi
absence of errors, do not affect the correctnesshef
system.

_stop injecting
1 g new packetsl")ﬂ'
: (N1

(a) Network drain

5 41 \

L+~ Nol 3]l packefa- Yes) resuml; f

o \@E:overed? T i

# S operation | |
i T

2 flit assembler/

de-la ssembler
"
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drain through
checker n'etwori-:, N

]
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[

'---LE-E:----‘J

= iNpLt buﬁer| H.\\_

routé'r:fR:A dis )]

-

(b) Packet recovery

header flit of
stuck packet

Fig.4. ForEVeR recovery process. Network drain is
followed by packet recovery until all primary netio
packets are recovered

The network then enters packet recovery, wherdry
to recover packets that are stuck within the netwdo
this end, a token is circulated through all routershe
NoC via the checker network, and NoC routers canraip
only when they hold this token. In addition, VCoalhtors
of all the NoC routers are disabled to prevent tHem

International Journal of VLS| System Design and Communication Systems
Volume.0l, I ssueNo.04, November-2013, Pages: 201-208



BHUKYA YUGANDHAR, B. MANASA, K. V.VARA PRASAD

processing new data packets from neighboring reuter
When a router receives the token, it examinesribras of

its VC buffers in a serial manner, looking for peatk
headers. In case of a successful search, the paket
retrieved and sent over the checker network as shiow
Fig. 4(b). Since vital router functionalities foagket drain
are still active (even in the degraded mode), there
packet can be safely diverted to its destinatioaubh the
checker network. Once the token has circulatedititraall
primary routers, the entire process of packet regovs
repeated until either each destination receivesttsl
pending packets or no more packets are retriemegdhich
case a design bug has slipped through our scheme. T
enable the ForEVeR scheme, NoC routers are augthente
with certain simple units, as shown in Fig.2. Fiestoken
manager is added to the routers to manage tokesingas

In addition, virtual channel (VC) allocation disablVC-
DIS) and switch speculation disabler (SPEC-DIS) are
included to prevent routers from processing newkec
during the packet recovery phase and to keep tHeWeR
operation simple and easily verifiable for corrests. The
recovery operation is implemented with very little
overhead, making use of the router's existing
functionalities to drain out packets from their fieu$, with

the help of the FIFO recovery controller.

Due to the limited bandwidth of the checketwazk,
each primary network flit is transmitted as sevetscker
packets. During recovery, only one router is traittimgy
its stuck packets to a single destination at a tigneatly
simplifying the disassembling/assembling process. T
send the entire primary network flit as multipleecker
packets, the channel of the checker network is amgeal
with head and tail indicators. The flit with heauicator
carries the destination address and reserves dosaxc
path between the source and one particular destinagl|
intermediate valid flits traversing the ring netwoare
ejected at the same destination till a flit is reed with a
tail indicator, in which case the process repetsalfi on
transmission of another flit with a head indicator.
Moreover, all transmissions on the checker netvaontng
recovery occur in the same (clockwise) directioratoid
wormhole overlap of two packets. In our evaluation
system with 64 nodes, the checker network charm@ i
bits wide (6-bit address, 2-bit head-tail indica)orThus
each 64-bit primary network flit takes 12 checketworks
packets (1 head, 11 body/tail) to transfer.

C. Verification of Recovery Operation

All components involved in the detection aedavery
processes must be formally verified to guaranteeecob
functionality. Verification of the detection meclism
involves ensuring the correct functioning of thaumiing
and timer logic at NIs and due to the simplicitytioé logic
involved this makes up for a trivial verificatiorask.
Formally verifying the recovery operation is more
involved and requires two major tasks: first, warify the
checker network functionality; and second, verifyithe
interaction between checker and primary networkingdur

recovery, to ensure proper restoration of erroneous
packets.

1. Checker network: It should be verified that the checker
network correctly delivers all packets to theirpestive
destinations within a bounded time. To this ends th
correctness goal was patrtitioned into three sulpgmntes:
eventual injection (inj_prop), guaranteeing injentiof a
waiting packet into the network; forward progress
(fw_prop) ensuring that packets progress on a path
towards their destination; and timely ejection fepp)
that guarantees packet ejection at correct destimat

2. Interaction with primary network: The primary
network’s units that interact with the checker natwto
salvage stuck packets from the primary routers nbest
ensured to function properly. During recovery, @i
routers work in a rudimentary mode by disabling all
complex hardware units not involved in the recovery
process, such as the VC allocators and SWspecsiator
thus making the verification task tractable. Firit,is
verified that the checker network could extracobaplete
packet from an individual primary router's VC buffe
(rec_prop), leaving it empty (rec_emp_prop). The
complement of this property is also validated
(not_rec_prop) to check that only valid packets are
extracted from the primary network. This was folemvby
checking for fairness and exclusivity among themgairy
routers while undergoing recovery (fair_ex_prop),
ensuring that packets are salvaged from one ratter
time.

TABLE 2: FORMAL VERIFICATION OF FOREVER'S
RECOVERY OPERATION

correctness goal verified property | fime(sec)
inj_prop §

Checker network correctness fw_prop 156
€j_prop i6
fec_prop 15

Interaction with primary network JEL‘_CIle_FJrO]J IQ
not_rec_prop 46
fair_ex_prop 2

Table 2 summarizes the correctness goals fdEVFeR's
recovery process and the time required to prove the
detailed properties.

IV.SIMULATION RESULTS

The work consists of simulation of bus, detatti
mechanism and recovery by means of forwarding fifts
deadlocked message on the bus. For evaluation eof th
results, we use Noxim simulator. These resultsbased
on 2-Dimension 4x4 mesh topology. The packets ket
between 4 to 10 flits. It is simulated under norfaenm
traffic loads including First Matrix Transpose, Barfly
and Bit Reversal. We compare our deadlock recovery
technique - true fully adaptive recovery with busvith
three International Journal of VLSI design &
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Communication Systems (VLSICS) Vol.3, No.4, August
2012 7 different routing algorithms XY, Minimal Wes
First and Odd-Even. As shown in figure 4, we coredar
average of packets latency and throughput metri¢s w
increasing packet injection rate. Our proposed kbead
recovery mechanism with increase packets injectaia
keep the value of latency of packets in lower to#mer
routing algorithms in First Matrix Transpose traffi
pattern. And with better use of routes betweencEuand
destinations the average of throughput is increased
compared to other routing algorithms the average of

View Add Format  Tools Window

Packet Latency and Throughput in First Matrix Trzose
traffic pattern. However in figure 5, we compardue t
latency of packets in Butterfly and Bit Reversaffic
patterns. According to lower amounts of averageniey,

our proposed mechanism has provided more increase,
packet injection rate, as compared to other routing
algorithms. (a) Average of Packet Latency in Biv&wsal
traffic pattern. (b) Average of Packet Latency intterfly
traffic pattern. Figure 6 depicts the Block Diagrah
FSMTB Simulation Waves.
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V. CONCLUSION

Increase in the speed of processors has ledportant
role of communications in interconnection networkhe
restrictions that deadlock avoidance routing athams
apply on the routing of packets prevent the patidbe
routed completely base on network traffic conditidie
True Fully Adaptive Routing algorithm provides patk
routing completely base on traffic condition. A bus
adjacent NoC improve the performance of network and
provides the bus advantage beside NoC. The siroolati
results are shown, this bus suitable for deadleckvery.
International Journal of VLSI design & Communicatio
Systems (VLSICS) Vol.3, No.4, August 2012 8 Accadli
to deadlock rarely occurrence, when the networkads
close or beyond saturation if flexible routing aigfum is
used, this bus is applicable for broadcast and icasit
operations, system management, delay sensitivealsign
and etc. With increase of packet injection rate,ribtwork
tends to saturation. With increase of packet iigectate,
the network tends to saturation. Therefore latenfy
packets in reaching to destination will severelgréase
with respect to algorithms adaptation and traffattg@rns.
Adding virtual channels in each direction in roste&an
increase network throughput. Also uses of two wirtu
channels per physical channel have been shown to be
enough to reduce probability of deadlock to veryabm
values. Our future objections are discussion ofefffect of
virtual channels on average of throughput and packe
latency in the architecture of network on chip with
enhanced bus.
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